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Abstract
Consider a pure recurrent positive renewal process generated by some inter-
arrival waiting time. If the waiting time has power-law fall-off exponent (i.e.
tail index) in (1, 2), and if the jump’s amplitude has non-zero but finite mean
and finite variance, the cumulative amplitude process is long-range dependent
with Hurst exponent in (1/2, 1). (Results in this direction have been obtained
by Daley under the sole assumptions that the waiting time has moment index
in (1, 2)). If the amplitude has zero mean, up to a Brownian trend, the
cumulative amplitude process exhibits a negative-dependence property with
Hurst exponent in (0, 1/2).

The case of delayed stationary renewal processes is also investigated,
together with two classes of limiting renewal processes: the compound
exponential and the Lévy classes. These are of some interest when the average
time between consecutive jumps tends to zero jointly with the probability mass
of the jumps’ height concentrating about zero in some precise way. Under
suitable hypothesis, the Hurst effect is maintained in the limit.

PACS numbers: 02.50.+r, 05.20.+y, 89.90.+u

1. Introduction

The hydrologist Hurst, working on annual flow data of the river Nile, pointed out an empirical
phenomenon to be identified later as long-range dependence. This motivated Mandelbrot and
coworkers to design the fractional Brownian motion as one of the possible models to explain
long memory (see [19] for a landmark and [2] for alternative models). Here, we are concerned
with yet another model exhibiting similar statistical features related to Feller’s compound
renewal processes (or continuous time random walks in the terminology of [14]) with infinite
variance for their waiting times but finite variance for amplitude/rewards. Two limiting
processes of interest are also investigated from this point of view. These arise when the mean
waiting time goes to zero jointly with the probability mass of the jumps’ height concentrating
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about zero in a suitable way. Such limiting constructions of compound renewal processes share
the statistical feature that microevents are, in some specific sense to be discussed, extremely
frequent.

2. Renewal processes: definitions and notations

We first recall salient facts arising from the modelling of events occurring randomly in time.
This is a review of classical material [4], whose purpose is to introduce the definitions and
notations used throughout this paper. See also the recent work of [10] and the references
therein for similar preoccupations in physics.

2.1. The elementary counting process

Suppose at time t = 0, some event occurs for the first time. Suppose successive events occur in
the future in such a way that the waiting times between consecutive events form an independent
and identically distributed (iid) sequence (T , Tm,m � 1), with

Tm
d= T m � 1. (1)

We shall need the probability distribution function (pdf) of T and its complement to one
(cpdf), i.e.

FT (t) := P (T � t) and F̄ T (t) := 1 − FT (t). (2)

This distribution is assumed to be non-lattice in the sequel.
We are then left with a sequence of events occurring at times

T̄ (0) = 0 T̄ (n) :=
n∑
m=1

Tm n � 1. (3)

Let N̄(t) := N̄([0, t]), t � 0, count the random number of events which occurred in the
time interval [0, t], with N̄(0) = 1. Clearly,

N̄(t) = 1 +
∑
n�1

1(T̄ (n) � t) = inf(n : T̄ (n) > t) (4)

with 1(·) the set indicator function which takes the value one if the event is realized, zero,
otherwise. As a result, two essential features of such processes are that the events ‘N̄(t) > n’
and ‘T̄ (n) � t’ coincide, and that N̄(t) satisfies the identity in distribution

N̄(t)
d= 1 · 1(T > t) + (1 + N̄(t − T )) · 1(T � t). (5)

Besides, it has been known, from the law of large numbers, that, as t ↑ ∞
1

t
N̄(t)→ 1

E(T )
a.s. (6)

Such random processes are called pure counting renewal processes (the adjective pure is
relative to the hypothesis which has been made that the origin of time is an instant at which
some event occurred; if this not the case, the adjective delayed is currently employed and the
first event occurs at time T̄ (0) := T0 > 0, independent of (T , Tm,m � 1) but not necessarily
with the same distribution). If in addition FT (∞) = 1 (T is ‘proper’) such renewal processes
are said to be recurrent; this has to be opposed to transient renewal processes for which
FT (∞) < 1, corresponding to ‘defective’ T, allowing for a finite probability that the first
event never occurs, i.e. occurs at time t = +∞. In the following, we shall avoid transient
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processes and limit ourselves to recurrent processes. However, among recurrent processes,
we shall distinguish between positive recurrent processes for which the average renewal time
E(T ) := θ < +∞ and null recurrent processes for which E(T ) = +∞. In the sequel, we
shall avoid null recurrent processes and limit ourselves to positive recurrent ones.

Finally, we note that if the holding times (T , Tm,m � 1) are exponentially distributed,
this counting process boils down into the familiar Poisson process.

2.1.1. The renewal function. We shall call the convergent series

U(t) := EN̄(t) = 1(t � 0) +
∑
n�1

P (T̄ (n) � t) (7)

the intensity of the pure renewal process. The function U(t)/t is called the frequency of the
phenomenon. We shall also be interested in the variance function

σ 2(N̄(t)) =
∑
n1,n2�0

C(Bn1(t), Bn2(t)) (8)

where (Bn(t) := 1(T̄ (n) � t), n � 1) is a sequence of dependent Bernoulli variables with
crossed covariances C(Bn1(t), Bn2(t)), n1, n2 � 0.

The intensity U(t), also called the renewal function, satisfies the renewal equation [9]

U(t) = 1 +
∫

[0,t]
U(t − s) dFT (s) (9)

so that its Laplace transform U∧(p) := ∫∞
0 e−ptU(t) dt is

U∧(p) = 1

p(1 − φT (p)) (10)

with φT (p) := ∫∞
0 e−pt dFT (t). From Fatou’s and Wald’s lemmas, it is also known that, as a

corollary to (6)

1

t
U(t)→t↑∞

1

θ
(11)

holds (the elementary renewal theorem). This result can also be obtained from (10) and the
Tauberian theorem [4, 9].

Note also from (10) that the renewal function U can be expressed as

U(t) := 1(t � 0) + U+(t) with U+(0) = 0.

Besides, U∧
+ (p) := ∫∞

0 e−ptU+(t) dt = φT (p)

p(1−φT (p)) and, with u∧(p) := ∫∞
0 e−pt dU(t)

and u∧
+ (p) := ∫∞

0 e−pt dU+(t), we have u∧(p) = 1 + u∧
+ (p) and

u∧(p) = 1

1 − φT (p) and u∧
+ (p) = φT (p)

1 − φT (p) . (12)

If θ < ∞, consider the function 1
θ

∫
[t,∞) F̄ T (s) ds. It is easily checked to be the cpdf of

some positive random variable, say A, so that F̄ A(t) := 1
θ

∫
[t,∞) F̄ T (s) ds, with

θA := EA = θ
2

E(T 2)

E(T )2
>
θ

2
(13)

which is finite if and only if E(T 2) <∞. In this case, this function is decreasing and Riemann
integrable hence direct Riemann integrable.
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Besides, the Laplace–Stieltjes transform (LST) φA(p) := ∫∞
0 e−pt dFA(t) reads

φA(p) = 1 − φT (p)
θp

. (14)

This random variable appears in the following context for positive recurrent renewal
processes. Consider the forward recurrence time (FRT) defined by

A(t) = T̄ (N̄(t))− t . (15)

As is well known, for pure recurrent-positive processes

A(t)
d→
t↑∞
A with pdf given by FA(t) = 1

θ

∫
[0,t]
F̄ T (s) ds (16)

so that A is the limiting forward recurrence time.
Consider now the discrepancy function, which is

Ũ(t) := U(t)− t/θ. (17)

From (9), it solves the renewal equation

Ũ(t) = F̄ A(t) +
∫

[0,t]
Ũ(t − s) dFT (s) (18)

so that, from the key renewal theorem

Ũ(t) =
∫

[0,t]
F̄ A(t − s) dU(s) (19)

and (from the direct Riemann integrability of F̄ A(t))

Ũ(t)→t↑∞
1

θ

∫ ∞

0
F̄ A(t) dt = θA

θ
>

1

2
. (20)

If E(T 2) < ∞, this quantity is finite, whereas if E(T 2) = ∞, the discrepancy function
diverges and Ũ(t) � 0 (see [5]).

Observing that the LST of F̄ A(t) is 1
p

[1 − (1 − φT (p))/(θp)], the LST Ũ∧(p) :=∫∞
0 e−pt Ũ(t) dt reads

Ũ∧(p) = 1

p

[
1 − 1 − φT (p)

θp

]
· 1

1 − φT (p) = φT (p)− (1 − θp)
θp2[1 − φT (p)] . (21)

With τ (q) := E T q , the moment generating function of T, assume that the following
hypothesis, say (Hδ), holds

(Hδ): δ := sup(q > 0 : τ (q) <∞)− 1 ∈ (0, 1) (22)

which entails τ (2) = ∞.
A particular case where (Hδ) holds is when

(Tδ): F̄ T (t) ∼t↑∞ t−(1+δ)L(t) (23)

with L(t) a slowly varying function at infinity. From the Tauberian theorem, this also means
(see also theorem 8.1.6 in [3]) that

φT (p) ∼p↓0 (1 − θp) +
�(2 − δ)
δ(1 − δ) p

1+δL(1/p).

Under (Tδ), T has regularly varying tail with index 1 + δ and no moments of order strictly
larger than 1 + δ. Note however that τ (1 + δ) is either finite or infinite. If it is finite, then
1
t
L(t) is integrable, therefore L(t)→t↑∞ 0. If τ (1 + δ) = ∞, L(t) either tends to 0 or to ∞,

or even has no limit (but only a lim inf and a lim sup).
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As a result, from (21) and (23)

Ũ∧(p) ∼p↓0
�(2 − δ)
δ(1 − δ)θ2

p−(2−δ)L(1/p) (24)

so that, from Tauberian and monotone density theorems [3, 8]

lim
t↑∞

Ũ(t)

L(t)t1−δ = 1

θ2δ(1 − δ) (25)

which gives the rate at which the discrepancy function tends to zero.

2.1.2. The variance function. Next consider the variance function of N̄(t), say V (t) :=
E[N̄(t)2] − E[N̄(t)]2. Split this variance into two terms V (t) := V2(t) − V1(t), with
V2(t) = E[N̄(t)2] − t2/θ2 and V1(t) = Ũ(t)2 + 2 t

θ
Ũ (t). Concerning the second term, we

easily get

lim
t↑∞

V1(t)

L(t)t2−δ = 2

θ3δ(1 − δ) . (26)

Concerning the first term, letting the second momentM2(t) := E[N̄(t)2] andM∧
2 (p) its

LST, we arrive at

V ∧
2 (p) = M∧

2 (p)−
2

θ2p3
. (27)

Now,M2(t) satisfies the integral equation

M2(t) = 2U(t)− 1 +
∫

[0,t]
M2(t − s) dFT (s) (28)

so that

M∧
2 (p) = 2U∧(p)− 1

p
+M∧

2 (p)φT (p). (29)

In other words, after some algebraic manipulations

M∧
2 (p) = 1 + φT (p)

p(1 − φT (p))2 . (30)

Finally,

V ∧
2 (p) ∼p↓0

4�(2 − δ)
θ3δ(1 − δ)p

−(3−δ)L(1/p) (31)

showing that

lim
t↑∞

V2(t)

L(t)t2−δ = 4

θ3δ(1 − δ)(2 − δ) . (32)

Finally, we obtain

lim
t↑∞

V (t)

L(t)t2−δ = 2

θ3(1 − δ)(2 − δ) . (33)

Let H = (2 − δ)/2 ∈ (1/2, 1) be the Hurst exponent of N̄(t). With σ 2(N̄(t)) := V (t)
the variance function of N̄(t), we arrive at the following conclusion, which, to a large extent,
has already been known since Feller:

Theorem 1. Suppose E(T ) = θ <∞ and σ 2(T ) = ∞. Suppose that T has regularly varying
tails with index in (1, 2).
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Then, with H := 1
2 {3 − sup(q > 0 : τ (q) < ∞)} ∈ (1/2, 1), N̄(t) is long-range

dependent with Hurst exponentH, in the sense that

lim
t↑∞
σ 2(N̄(t))

L(t)t2H
= 1

θ3(2H − 1)H
(34)

which implies σ 2(N̄(t)) = o(t2H+ε), for any ε > 0, and even σ 2(N̄(t)) = o(t2H) if L(t)→ 0
(t ↑ ∞).

Comment. From the point of view of theory, there is some ambiguity there which is
worth being underlined. Following [2, 13], one may say that the Hurst effect with exponent
H ∈ (1/2, 1) holds for N̄(t) if, with R(N̄(t)) the adjusted range of N̄(t), the quantity
t−H (R(N̄(t))/σ (N̄ (t))) converges in distribution to some random variable which is not 0.
This has not been proved. Rather, our definition in (34) stick to the one of Daley’s paper [6]
which is of a slightly different nature and on which we shall now say a few words.

2.1.3. Daley’s approach. It turns out that condition (Hδ) can be realized without T having
regularly varying tails (see the example on p 2039 in [6]). In this context, the following
stronger result then holds

Theorem 2 [6]. Suppose E(T ) = θ <∞ and σ 2(T ) = ∞.
If H := 1

2 {3 − sup(q > 0 : τ (q) < ∞)} ∈ (1/2, 1), then N̄(t) is long-range dependent
with Hurst exponentH , in the sense that

lim sup
t↑∞

σ 2(N̄(t))

t
= ∞ (35)

and

H = inf

(
h > 0 : lim sup

t↑∞

σ 2(N̄(t))

t2h
<∞

)
. (36)

In a recent unpublished paper [7], Daley subsequently proved (among other things
and without any appeal to Laplace transforms methods) the following results generalizing
(25), (33).

Theorem 3 [7]. Under the sole finite mean and infinite variance assumptions on T’s
distribution

lim
t↑∞

Ũ(t)∫ t
0 dτ

∫∞
τ
F̄ T (s) ds

= 1

θ2
(37)

lim
t↑∞

V (t)∫ t
0 s(t − s)F̄ T (s) ds

= 2

θ3
. (38)

These results may indeed be checked to give (25), (33) if T’s distribution is non-lattice
and has regularly varying tails as in (Tδ). Besides, the exact shape of T’s (and A’s) tail is
involved. This is the machinery to be used, with the conclusion drawn in theorem 2, when,
as in this author’s example mentioned above, T has infinite second moment, without having
regularly varying tails. It would be interesting to have some additional insight on this class
of models for T to grasp what is missed working with (Tδ) rather than (Hδ). In the following
however, we shall limit ourselves to related questions under the restricted hypothesis (Tδ),
chiefly because our approach is essentially one using transform methods. By doing so, we
probably miss subtleties related to Daley’s refinements and there is some open work to be
achieved here.
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2.2. Compound recurrent renewal processes and the cumulative magnitude

The process N̄(t) counts the number of events which occurred before time t. Assume now
some physical phenomenon to be described by a compound renewal process: events of random
iid amplitudes, say (X,Xm,m � 1), occur at random times T̄ (n), n � 1, the waiting times of
which forming an iid sequence. In the physics literature this model is called the continuous-
time-random-walk (CTRW).

In the sequel, we shall note FX and F̄ X the pdf and cpdf of the local amplitude X. One
may be interested by a process which cumulates this random number of random amplitudes.
A compound renewal process is to the counting renewal process what a compound Poisson
process is to a Poisson process itself.

Physical situations where the relevance of this model holds are numerous: think of the
random magnitudes as a claims sequence in insurance risk theory, as the energy release
of individual earthquakes in geophysics or as random water inputs flowing into a dam in
hydrology. Summing the individual contributions yields the total claim amount (cumulative
energy release and water input) over a certain lapse of time. In all these applications we have
in mind, the magnitude X is a positive random variable; we shall therefore mainly deal with
this case in the following (unless otherwise specified).

If the random amplitudeX is not positive, one rather speaks of it as of reward.
Let then the cumulative magnitude X̄(t) be defined by

X̄(t) =
N̄(t)∑
m=0

Xm =
∑
n�0

Xn1(T̄ (n) � t) (39)

where (X,Xm,m � 0) is the iid random amplitude sequence. The distribution of this variable
may be derived by using the following identity in distribution:

X̄(t)
d= X0 · 1(T > t) + (X(T ) + X̄(t − T )) · 1(T � t) (40)

where T > 0 is a ‘proper’ positive random variable known as the first renewal time of X̄(t).
Such processes are called compound pure recurrent renewal processes.

Let us briefly comment on this formula. At time T , X̄(t) undergoes a first (random) jump
with amplitude X(T ) > 0, possibly dependent on the occurrence time T of this jump.

Let us now freeze the time t at which X̄(t) is to be evaluated. If the realization of

time T exceeds the time t of interest, the process X̄(t) is in the initial state X0
d= X. If

T = s � t , the value of X̄(t) is the independent sum of the first jump of amplitude X(s)
plus a statistical copy of the process X̄(·) in the remaining time t − s, conditionally to the
event T = s. Renewal processes generalize the familiar compound Poisson process family in
that the waiting time distributions between spikes are an iid sequence, albeit not necessarily
exponentially distributed.

Suppose that X � 0. Let us now translate definition (40) in terms of the evolution of the
Laplace transform of X̄(t). Let

&X̄(t, λ) := E e−λX̄(t) and φX(s, λ) := E e−λX(s) (41)

respectively stand for the Laplace transforms of the cumulative process X̄(t) and of a local
magnitudeX(s) which occurred at time s � t . Then

&X̄(t, λ) = φX(λ)P (T > t) +
∫

[0,t]
&X̄(t − s, λ)φX(s, λ) dFT (s). (42)

We shall now make an additional simplifying hypothesis.
Assume that the local magnitudes are independent of their occurrence time (the decoupling

hypothesis); then φX(s, λ) = φX(λ) and the Laplace transform of the conditional magnitude
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X is independent of the particular realization s of the occurrence time T. Then (42) boils
down to

&X̄(t, λ) = φX(λ)P (T > t) + φX(λ)
∫

[0,t]
&X̄(t − s, λ) dFT (s). (43)

This is the integral (convolution) equation that &X̄(t, λ) now satisfies. From (12), using
the convolution equation (43), the Laplace transform of &X̄(., λ) satisfies

&∧̄
X
(p, λ) = (1 − φT (p))φX(λ)

p(1 − φT (p)φX(λ)) = φX(λ)

p(1 + u∧
+ (p)(1 − φX(λ))) (44)

provided that φT (p)φX(λ) < 1. Thus, the solutions of φT (p) = φX(λ)−1 are the poles of
&∧̄
X
(p, λ).

Processes obeying equation (44) are known as pure renewal processes with stationary
local magnitudes [9]. This equation is the celebrated Montroll–Weiss equation [14] which led
to many further interesting developments in physics [22, 16, 21, 11].

Remark 1. Compound renewal processes are more general than standard processes with
stationary independent increments (sii), such as Poisson’s, because they are not Markovian as
the integral equation (42) shows: the distribution at time t of X̄(t) depends (in general) on the
distribution of X̄(s), s < t . However, it can easily be shown that they include the compound
Poisson class (a very important sub-class of processes with sii) which may be recovered if
the renewal time T is assumed to be exponentially distributed, because of the memory-less
character of the exponential distribution.

Example 1. From (15), consider the process

Ā(t) := t +A(t) = T̄ (N̄(t)).
Clearly,

A(t)
d= (T − t) · 1(T > t) + A(t − T ) · 1(T � t)

so that

Ā(t)
d= T · 1(T > t) + (T + Ā(t − T )) · 1(T � t).

This process is a compound renewal process whose jump’s height is T itself and, as such, is
not typical of (44). Its LST functional reads

&∧̄
A
(p, λ) = φT (λ)− φT (p + λ)

p(1 − φT (p + λ))
.

Note that if T has infinite variance, so does the jump’s height of Ā(t).

Let us turn back to our problem.
If 0 < E(X) := µ <∞, we easily conclude that E(X̄(t)) = µU(t), hence that

1

t
X̄(t)→t↑∞

µ

θ
a.s. and

1

t
E(X̄(t))→t↑∞

µ

θ
. (45)

Besides, under (Tδ),

lim
t↑∞

E(X̄(t))− µt/θ
t1−δ = µ

θ2δ(1 − δ) . (46)

Following the previous steps, we obtain:
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Corollary 4. If σ 2(X) < ∞, the variance function of X̄(t) is well-defined, and, under (Tδ),
with H = (2 − δ)/2 ∈ (1/2, 1)

lim
t↑∞
σ 2(X̄(t))

L(t)t2H
= µ2

θ3(2H − 1)H
(47)

generalizing (33).

In this case, X̄(t) is also long-range dependent, with Hurst exponentH ∈ (1/2, 1). Such
long-range dependent processes are super-diffusive or persistent as H > 1/2 (as a model of
enhanced diffusion).

2.3. The renewal random walk

Here, we consider the particular case where the distribution of X has support R, with
EX := µ = 0 and variance σ 2(X) <∞.

LetM1(t) := E(X̄(t)) and σ 2(t) := σ 2(X̄(t)) stand for the first moment and variance of
X̄(t). One may easily check that

M1(t) =
∫

[0,t]
M1(t − s) dFT (s) (48)

showing thatM1(t) = 0, for all t � 0, and

σ 2(t) = σ 2(X) +
∫

[0,t]
σ 2(t − s) dFT (s) (49)

showing that σ 2(t) = σ 2(X)U(t). From the elementary renewal theorem σ 2(t)→t↑∞ ∞ and
σ 2(t)/t →t↑∞ σ 2(X)/θ ; this is the standard diffusive regime of a standard random walk, but
this regime is attained asymptotically only.

If σ 2(T ) <∞, with σ̃ 2(t) := σ 2(t)− tσ 2(X)/θ , the variance’s discrepancy, we easily get

σ̃ 2(t)→t↑∞
σ 2(X)

2

(
1 +
σ 2(T )

θ2

)
. (50)

If σ 2(T ) = ∞ and if (Tδ) holds, with δ := sup(q > 0 : τ (q) < ∞) − 1 ∈ (0, 1), we
have

lim
t↑∞
σ 2(X̄(t))− tσ 2(X)/θ

L(t)t1−δ = σ 2(X)

θ2δ(1 − δ) (51)

giving the speed at which σ 2(X̄(t))/t tends to σ 2(X)/θ . In other words, we obtain the
following result under (Tδ)

Corollary 5. Consider the process X̃(t), t � 0 defined by X̄(t)
d= X̃(t) + B(t), t � 0, where

B(t) is a Brownian trend without drift and variance σ 2(B(t)) = tσ 2(X)/θ , independent of
X̃(t). We have

E(X̄(t)) = E(X̃(t)) = 0 and σ 2(X̄(t)) = σ 2(X̃(t)) + tσ 2(X)/θ.

With H := (1 − δ)/2 ∈ (0, 1/2), the process X̃(t) exhibits the negative-dependence property

lim
t↑∞
σ 2(X̃(t))

L(t)t2H
= σ 2(X)

2θ2H(1 − 2H)
. (52)

Here H ∈ (0, 1/2), meaning that X̃(t) (obtained from X̄(t) while detrending) is sub-
diffusive or antipersistent. This behaviour should be compared with that in (47).
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Remark 2. (i) Suppose the distribution of X is 1
2δ(x − ε) + 1

2δ(x + ε), with mean
EX = 0 and variance σ 2(X) = ε2. From (44), as ε and θ ↓ 0, while ε2/θ = D

constant, X̄(t)
d→ B(t), t � 0, with σ 2(B(t)) = Dt . In this limit, there is no Hurst effect to be

expected (see however section 3 for appropriate limits where the Hurst effect is maintained).
(ii) If σ 2(X) = ∞ then X̄(t) does not even have finite variance (see [17, 18] for ways to

handle this problem). As an illustration, this phenomenon occurs for the process Ā(t) defined
in example 1, with σ 2(T ) = ∞.

2.4. Delayed renewal processes and stationarity

In this section, we investigate the important question of stationarity of renewal processes,
under the hypothesis that some initial time delay is present.

Consider now a delayed process for which the origin of time is not an instant at which
some event occurred; rather, one has to wait a random time T0, before the first occurrence of
an event is seen and before the mechanics of a pure renewal process proceeds.

Time T0 is assumed independent of the iid waiting times (T , Tm,m � 1), but not with the
same distribution. Under this hypothesis, the distribution of the delayed process, say X̄d(t),
may be obtained through

X̄
d
(t)

d= 0 · 1(T0 > t) + X̄(t − T0) · 1(T0 � t)
in terms of the shifted underlying pure process X̄(t). In terms of the LST functional, this
translates into

&∧
X̄
d (p, λ) = 1

p

(
1 − φT0(p)

)
+ φT0(p)

φX(λ)

p(1 + u∧
+ (p)(1 − φX(λ))) . (53)

The distribution of the forward recurrence time Ad(t) of this delayed process X̄d(t) may
be expressed as

Ad(t)
d= (T0 − t) · 1(T0 > t) +A(t − T0) · 1(T0 � t) (54)

in terms of the shifted forward recurrence time A(t) of the underlying pure renewal process.
From this observation, it is easy to derive the following important fact:

If the distribution of T0 is that of the asymptotic forward recurrence time A, then

Ad(t)
d= A, for all times t > 0. In other words, the distribution of the forward recurrence for

the delayed process, with T0
d= A, is invariant with time. Such delayed renewal processes are

called stationary.
The sequence (T̄ (n), n � 0) with T̄ (0) = T0

d= A, T̄ (n) = ∑n
m=1 Tm, n � 1 is called a

stationary renewal sequence.
If Ud(t) is the renewal function of such stationary processes, clearly Ud(t) =∫∞

0 FT0(ds)U(t − s). From T0
d= A and (10), (14): Ud(t) = t/θ for all times t � 0.

Besides, with µ = E(X) we have E(X̄
d
(t)) = µUd(t) = µt/θ , for all times. The variance

function therefore is σ 2(X̄
d
(t)) = E(X̄

d
(t))2 − [µt/θ ]2 and, up to minor corrections, we

obtain similarly

Corollary 6. Assume σ 2(X) < ∞. Under (Tδ), the long-range dependence behaviour (47)
also holds for the stationary delayed process and, with H = (2 − δ)/2 ∈ (1/2, 1)

lim
t↑∞
σ 2(X̄

d
(t))

L(t)t2H
= µ2

θ3(2H − 1)H(H − 1)
. (55)
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3. Two classes of limiting stationary renewal processes: connections with the theory of
subordinators

In this section, we proceed with the construction of two limiting compound renewal processes.
By doing so, we exhibit some connections which exist between renewal processes and the
theory of subordinators [1].

Our physical motivations are the following: in many domains of applications, the
spacetime phenomenon to be studied presents itself as a sequence of events with random
amplitude occurring randomly in time. To take a physical image, think of it as a sequence of
earthquake magnitudes over some region or the sequence of damages met by the customers
of some insurance company in finance (see [12, 8], for precise motivations and results in both
physics and finance).

So far, the following simple statistical model for such sequences was considered: events
of random iid amplitude, say (X;Xn, n � 0), occur randomly in time according to a delayed
renewal process, say N̄d(t), with intensity θt,m > 0. This process, say Xd(t), t � 0, is a
continuous-time process called the jump (or amplitude) process defined by: Xd(t) = XN̄(t) if
N̄(t) > 0,Xd(t) = 0 otherwise.

Upon cumulating these magnitudes over time, we are left with a simple compound renewal
process X̄d(t) which integrates the previous jump process.

In many of the examples of interest discussed above, an additional characteristic feature
of the phenomenon under study is the following: events of tiny amplitude (say larger than
but close to some threshold ε > 0, with ε small) are extremely numerous or frequent. Thus,
there exists some ε > 0 which serves as the left-endpoint of the support of magnitude X’s
distribution.

To stick to our physical image, an important feature of earthquake catalogues is that,
although data on small earthquakes are strongly deficient, due to incomplete, bad registration
of low magnitude events, these are certainly extremely numerous or frequent. One possible
way to address this problem is to consider the data as a realization of a truncated distribution;
in effect, this amounts to the assumption that there exists some fixed detection threshold
ε above which all earthquakes are recorded. Such a threshold could have been either
estimated from the data or deduced from physical considerations, at the price of discarding
part of the data. Lowering this threshold, a huge number of small events will certainly
emerge.

On the other hand, these are punctuated with some rare events but with comparatively
very large macroscopic amplitude (the ones of interest to the engineer): then, the physical
image becomes the one of bursts of activity immersed in an ocean of ‘microevents’ (a coarse
version of Lévy noise). Our goal here is to study two limiting constructions of compound
renewal processes which share the statistical feature of interest that microevents are in some
sense to be discussed ‘extremely frequent’.

Before we proceed, let us start with elementary algebra on stationary compound renewal
processes, completing the previous section.

For a stationary delayed renewal process, putting φT0(p) = 1
pθ
(1 − φT (p)) into (53), we

arrive at

&∧
X̄
d (p, λ) = 1

p

[
1 − 1 − φX(λ)

pθ(1 + u∧
+ (p)(1 − φX(λ)))

]
. (56)

Note that u∧
+ (p)(1 − φX(λ)) = ∫

(0,∞)2 e−pt (1 − e−λx) dU+(t) ⊗ dFX(x), where FX(x)

is the pdf of the jumps’ height of the stationary compound renewal process X̄d(·). The
product measure is called the local characteristics of X̄d(·). If T ’s law is Expo

(
1
θ

)
,
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u∧
+ (p) = 1/(pθ) (dU+(t) = 1

θ
dt is the Lebesgue measure) and

&∧
X̄
d (p, λ) = 1

p

[
1 − 1 − φX(λ)

pθ + (1 − φX(λ))
]

= 1

p + (1 − φX(λ))/θ
from which we find &

X̄
d
(t)
(λ) = exp [−t/θ(1 − φX(λ))] which is the LST of a compound

Poisson process, as required.

3.1. Compound exponential stationary renewal processes

Compound exponential stationary renewal processes, now defined, will constitute a particular
class of limiting compound stationary renewal processes. We now proceed first with such
construction.

Let T 1 � 0 be the proper waiting time of some pure renewal process. Assume E(T 1) = 1.
Let V (t), dV (t) and dV+(t) be the associated renewal function and measures. Let θ ∈ (0, 1).
Consider the waiting time T = B · T 1 with B a Bernoulli random variable P (B = 1) = θ ,
independent of T 1. Clearly E(T ) = θ and the renewal process generated by such T has for
renewal function U(t) = 1

θ
V (t). Besides, dU = 1

θ
dV .

Note that dU+ = 1
θ
[dV − θδ0 dt] so that dU+ �= 1

θ
dV+.

In terms of LST: U∧(p) = 1
θ
V ∧(p), u∧(p) = 1

θ
v∧(p) and

u∧
+ (p) = 1

θ
[v∧(p)− θ ]. (57)

Note that u∧
+ (p) = 1

θ
[v∧

+ (p) + 1 − θ ] �= 1
θ
v∧

+ (p).
Let -Z(dx) be a positive σ -finite Lévy measure on (0,∞) with total mass ∞.

Assume that
∫∞

0 (1 ∧ x)-Z(dx) < ∞. Let also ψ(λ) := ∫∞
0 (1 − e−λx)-Z(dx), with

ψ(0) = 0, ψ(∞) = ∞.
It is known that&Z̄(t)(λ) = e−tψ(λ) is the LST of some Lévy subordinator Z̄(t), t � 0 and

ψ is known as its Laplace exponent. Lévy subordinators constitute an important extension of
the class of compound Poisson processes [1].

Lemma 7. Let ψ be such a Laplace exponent. The function φZ(λ) = 1/(1 +ψ(λ)) is the LST
of some infinitely divisible random variable, say Z.

Proof. Let E be some exponential random variable with mean 1, independent of Z̄(t), t � 0.
Consider the random variable Z̄(E). We have E e−λZ̄(E) = 1/(1 +ψ(λ)). This standard claim
results from the infinite divisibility of E and of Z̄(1). �

The class of infinitely divisible variables defined in this way is called the compound
exponential class.

Next consider the average time spent by Z̄(t) below x > 0 and set

U+(x) := E

∫ ∞

0
1(Z̄(t) � x) dt . (58)

This function is known as the potential function of Z̄(·).
Corollary 8. This potential function admits the alternative representation

U+(x) = E


∑
n�1

1(Z̄(n) � x)


 (59)
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where Z̄(n) := ∑n
m=1 Zm, with (Z;Zm,m � 1) is some iid sequence characterized by the

LST: φZ(λ) := E e−λZ = 1/(1 + ψ(λ)).

Proof. The LST, say u∧
+ (λ), of the potential measure associated to U in (58) is easily shown

to be

u∧
+ (λ) = 1

ψ(λ)
λ > 0 (60)

which, for some LST φZ , is also

u∧
+ (λ) = 1

ψ(λ)
= φZ(λ)

1 − φZ(λ) .

From (7), (12), this means that (59) holds. �

In (56), suppose the support of X is [ε,∞], with ε > 0. Call this random variable
Xε. With -̄Z(x) := -Z[x,∞), the tail of the Lévy measure, suppose the cpdf of Xε reads
F̄ Xε(x) = -̄Z(x∨ε)/-̄Z(ε). Suppose also that θ depends on ε; call it θε. Call such compound
renewal processes X̄dε (t).

We shall now pass to the limit ε ↓ 0, while θε-̄Z(ε) = 1 in (56). Note that in this process
-̄Z(ε)→ ∞ and that θε → 0 (the average time between consecutive jumps tends to 0, while
the probability mass of the jumps Xε concentrates at 0). It turns out that X̄dε (·) converges
weakly to some limiting process X̄d0(·) which we shall call a compound exponential stationary
renewal processes. Indeed, we obtain

Theorem 9. The following weak convergence holds(
X̄dε (t), t � 0

) d→ (
X̄
d

0(t), t � 0
)

ε ↓ 0

where X̄d0(·) is a compound renewal process with infinitely divisible jump’s height Z and
renewal function V+.

Proof. From this construction, observing that 1
θε
(1 − φXε(λ))→ε↓0 ψ(λ), and from (57), we

obtain the LST functional of this stationary renewal processes as

&∧
X̄
d

0
(p, λ) = 1

p

[
1 − ψ(λ)

p (1 + v∧(p)ψ(λ))

]
. (61)

Compound exponential stationary renewal processes for whichψ(1)(0) <∞ (respectively
ψ(2)(0) < ∞) are such that X̄d(t) has finite mean (respectively variance) for all t � 0. Let
φZ(λ) := 1/(1 + ψ(λ)) . This is the LST of some positive random variable with pdf, say FZ .
From this, and recalling that v∧(p) = 1 + v∧

+ (p), formula (61) can be written as

&∧
X̄
d

0
(p, λ) = 1

p

[
1 − 1 − φZ(λ)

p(1 + v∧
+ (p)(1 − φZ(λ)))

]
(62)

which is of the type (56). Our weak convergence claim follows from the continuity theorem
for sequences of characteristic functions, applying the analogous theorem for sequences of
LSTs in the temporal domain [9].

Note that v∧
+ (p)(1 − φZ(λ)) = ∫

(0,∞)2 e−pt (1 − e−λx) dV+(t)⊗ dFZ(x), where FZ(x) is

the pdf of the jumps’ height of the limiting stationary compound renewal process X̄d0(·).
Note from (61) that if T 1 has Expo(1) distribution, v∧(p) = 1/(1 + p) and &∧

X̄
d (p, λ) =

(p + ψ(λ)/(1 + ψ(λ)))−1 from which we get

&
X̄
d (t, λ) = e−t[1−1/(1+ψ(λ))].
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This is the LST of a compound Poisson subordinator with sii, whose jump height has
LST: φZ(λ) := 1/(1 + ψ(λ)). �

Let A1 be the limiting FRT of the pure renewal process generated by T 1. The sequence

(T̄ 1(n), n � 0) with T̄ 1(0) := T 1
0
d= A1, T̄ 1(n) = ∑n

m=1 T
1
m, n � 1 is a stationary renewal

sequence.
If V d(t) is the renewal function of such stationary processes, clearly V d(t) =∫∞

0 FT 1
0
(ds)V (t − s). From T 1

0
d= A1 and (10), (14): V d(t) = t for all times t � 0.

Besides, if µ = E(Z) = ψ(1)(0) < ∞ we have E
(
X̄
d

0(t)
) = µV d(t) = µt , for all times.

The variance function therefore is σ 2
(
X̄
d

0(t)
) = E

(
X̄
d

0(t)
)2 − (µt)2 and, from (55), (56), we

obtain similarly

Corollary 10. Assume σ 2(Z) < ∞. Under (Tδ) for T 1, the long-range dependence
behaviour (47) also holds for the limiting compound exponential delayed process and, with
H = (2 − δ)/2 ∈ (1/2, 1)

lim
t↑∞
σ 2
(
X̄
d

0(t)
)

L(t)t2H
= µ2

(2H − 1)H(H − 1)
. (63)

Next, we assume that the random lifetime T 1 defined above is itself infinitely divisible
and more specifically that T 1 is in the compound exponential class (see [20] for motivations).
By doing so, we define a class of doubly compound exponential stationary renewal processes.

Corollary 11. Suppose φT 1(p) = 1/(1 + ϕ(p)) for some Laplace exponent ϕ(p). Then,

(i)

&∧
X̄
d

0
(p, λ) = 1

p

[
1 − 1

p

1 − φZ(λ)
1 + ϕ(p)−1 (1 − φZ(λ))

]
(64)

= 1

p

[
1 − 1

p

ϕ(p)ψ(λ)

ϕ(p) + ψ(λ) + ϕ(p)ψ(λ)

]
. (65)

(ii) Define T̄ d0(x) = inf
(
t � 0 : X̄d0(t) > x

)
the generalized inverse of X̄d0(·). Then, with

&∧
T̄
d
0

(λ, p) := ∫∞
0 dx e−λxE e−pT̄ d0 (x), we have

&∧
T̄
d

0
(λ, p) = 1

λ

[
(1 − φT 1(p))/p

1 + ψ(λ)−1 (1 − φT 1(p))

]
= 1

λp

ψ(λ)ϕ(p)

ψ(λ) + ϕ(p) + ψ(λ)ϕ(p)
. (66)

Proof.

(i) Recalling v∧(p) = 1/(1 − φT 1(p)), we get with this particular φT 1(p): v∧(p) =
(1 + ϕ(p))/ϕ(p). Putting this expression in (61) and recalling that v∧

+ (p) = φT 1(p)/

(1 − φT 1(p)) = ϕ(p)−1, (62) yields the first part of (i). The second part is elementary
algebra.

(ii) Clearly, the events X̄d0(t) > x and T̄ d0(x) � t coincide. As a result, applying Fubini’s
formula yields&∧

T̄
d

0

(λ, p) = 1
λ

[
1 − p&∧

X̄
d

0

(p, λ)
]
. Observing that (i) may be written as

&∧
X̄
d
0
(p, λ) = 1

p

[
1 − 1

p

1 − φT 1(p)

1 + ψ(λ)−1 (1 − φT 1(p))

]
,

we get

&∧
T̄
d

0
(λ, p) = 1

λp

[
1 − φT 1(p)

1 + ψ(λ)−1 (1 − φT 1(p))

]
.
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We conclude from (66) and (44) that T̄ d0(x) is a pure compound renewal process whose
initial jump at x = 0 has LST (1 − φT 1(p))/p. �

It is known that &T̄ (τ)(p) = e−τϕ(p) is the LST of some Lévy subordinator T̄ (τ ), τ � 0.
Next consider the average time spent by T̄ (τ ) below t > 0 and set

V+(t) := E

∫ ∞

0
1(T̄ (τ ) � t) dτ. (67)

This function is known as the potential function of T̄ (·).
Note that

∫∞
0 1(T̄ (τ ) � t) dτ = inf(τ : T̄ (τ ) > t) := T̄ (t).

Corollary 12. This potential function admits the alternative representation

V+(t) = E


∑
n�1

1(T̄ 1
(n) � t)


 (68)

where T̄ 1
(n) := ∑n

m=1 T
1
m, with

(
T 1; T 1

m,m � 1
)

is some iid sequence characterized by the

LST: φT 1(p) := E e−pT 1 = 1/(1 + ϕ(p)).

Proof. The LST, say v∧
+ (p), of the potential measure associated with V+ in (58) is easily

shown to be

v∧
+ (p) = 1

ϕ(p)
p > 0

which, for some LST φT 1 , is also

v∧
+ (p) = 1

ϕ(p)
= φT 1(p)

1 − φT 1(p)
.

From (7), (12), this means that (68) holds. �

3.2. Lévy renewal processes and their inverse

We now proceed with yet another class of limiting renewal processes which we shall call Lévy
renewal processes as they are to compound renewal processes what Lévy subordinators are to
compound Poisson processes.

Let T 1 � 0 be the proper waiting time of some pure renewal process. Assume E(T 1) = 1
and that T 1 is in the compound exponential class. Thus φT 1(p) = 1/(1 + ϕ(p)) for some
Laplace exponent ϕ(p) with ϕ(1)(0) = 1. Let ε > 0 and θε ∈ (0, 1) , with θε ↓ 0 as ε ↓ 0.
Consider a waiting time Tε whose LST is given by φTε (p) = φT 1(p)θε . Clearly E(Tε) = θε
and the renewal process generated by such Tε has renewal measure characterized by

u∧
+ (p) = (1 + ϕ(p))−θε

1 − (1 + ϕ(p))−θε
∼θε↓0

1

θεϕ(p)
. (69)

In (56), suppose the support of X is [ε,∞], with ε > 0. Call this random variable
Xε. With -̄Z(x) := -Z[x,∞), the tail of the Lévy measure, suppose the cpdf of Xε reads
F̄ Xε(x) = -̄Z(x ∨ ε)/-̄Z(ε). Call the delayed compound renewal processes with such a pair
Tε,Xε X̄

d
ε (t).

We shall now pass to the limit ε ↓ 0, while θε-̄Z(ε) = 1 in (56). Note that in this
process -̄Z(ε) → ∞ and that θε → 0 (the average time between consecutive jumps tends
to 0, while the probability mass of the jumps Xε concentrates at 0). It turns out that X̄dε (·)
converges weakly to some limiting process, say X̄L(·), which we shall call Lévy stationary
renewal processes. Indeed, we obtain



4410 T Huillet

Theorem 13. The following weak convergence holds(
X̄
d

ε (t), t � 0
) d→ (X̄L(t), t � 0) ε ↓ 0 (70)

where X̄L(·) is a Lévy renewal process with LST functional

&∧̄
XL
(p, λ) = 1

p

[
1 − 1

p

ψ(λ)

1 + ϕ(p)−1ψ(λ)

]
. (71)

Proof. Observing as before that 1
θε

(
1 − φXε(λ)

) →ε↓0 ψ(λ) and using (69), we obtain
from (56) the announced LST functional in (71). Note, from (71), that the unidimensional
distribution can be characterized by the LST

E e−λX̄L(t) = 1(t � 0) +
∑
n�1

(−1)nψ(λ)n
∫ t

0
V ∗(n−1)

+ (s) ds (72)

with V ∗n
+ (s) the nth convolution of the temporal renewal function V+(s) defined by:∫∞

0 e−ps dV+(s) = ϕ(p)−1. �

From (72), if ψ(1)(0) < ∞ we have E(X̄L(t)) = ψ(1)(0)t , for all times. The variance
function therefore is σ 2(X̄L(t)) = E(X̄L(t))

2 − (ψ(1)(0)t)2 and, from (55), (56), we obtain
similarly

Corollary 14. Assume −ψ(2)(0) < ∞. Under (Tδ) for T 1, the long-range dependence
behaviour (47) also holds for the limiting Lévy process and, with H = (2 − δ)/2 ∈ (1/2, 1)

lim
t↑∞
σ 2
(
X̄
d

L(t)
)

L(t)t2H
= ψ(1)(0)2

(2H − 1)H(H − 1)
. (73)

Remark 3. Assume φT 1(p) = 1/(1 + p) which means that T 1 has exponential distribution
with mean 1. Then, ϕ(p) = p and from (71), &∧̄

XL
(p, λ) = 1

p+ψ(λ) which means
&X̄L(t, λ) = exp[−tψ(λ)] which is the Lévy–Khintchine representation of subordinators
with sii and Laplace exponent ψ(λ). This can also be seen from (72) because, in this case,
V

∗(n−1)
+ (s) = sn−1/(n− 1)!.

Remark 4. Let T̄ L(x) := inf(t � 0 : X̄L(t) > x) be the generalized inverse process
of X̄L(·). Again, the events X̄L(t) > x and T̄ L(x) � t coincide. With &∧̄

T L
(λ, p) :=∫∞

0 dx e−λxE e−pT̄ L(x), the LST functional of T̄ L(·), applying Fubini’s theorem, we get
&∧̄
T L
(λ, p) = 1

λ

(
1 − p&∧̄

XL
(p, λ)

)
. As a result, from (71)

&∧̄
T L
(λ, p) = 1

λ

[
ϕ(p)/p

1 + ψ(λ)−1ϕ(p)

]
. (74)

Alternatively,

E e−pT̄ L(x) = 1

p

∑
n�0

(−1)nϕ(p)n+1U∗n
+ (x)

with U∗n
+ (x) the nth convolution of the spatial renewal function U+(x) defined by:∫∞

0 e−λx dU+(x) = ψ(λ)−1.
Note that if X̄L(·) is a subordinator with sii, thenϕ(p) = p and&∧̄

T L
(λ, p) = 1

λ

[
1

1+ψ(λ)−1p

]
,

showing that for inverse subordinators

E e−pT̄ L(x) =
∑
n�0

(−p)nU∗n
+ (x).
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Remark 5. Consider the partial sums T̄ (n) = ∑n
m=1 Tm, with (T ; Tm,m � 1) an iid

sample where T is ID with mean θ and φT (p) = (1 + ϕ(p))−θ , as before. Consider
also the subordinator with sii (T̄ (τ ), τ � 0) as the one whose LST reads φT (τ)(p) =
exp{−τϕ(p)}, τ � 0. With [x] standing for the integral part of x > 0, it may then easily be
checked that the following convergence in distribution holds, as θ ↓ 0+

(
T̄ [τ/θ ], τ � 0

) d→ (T̄ (τ ), τ � 0). (75)

Let now T̄ (t) := inf(t > 0 : T̄ (τ ) > t) be the first passage time at level t of T̄ (τ ). Define the
overshoot and undershoot at t respectively as

AL(t) = T̄ (T̄ (t))− t BL(t) = t − T̄ (T̄ (t)−). (76)

Let

SL(t) = AL(t) + BL(t) = T̄ (T̄ (t))− T̄ (T̄ (t)−) (77)

be the jump’s height of T̄ (·) which includes t. Finally, let ĀL(t) := AL(t)+ t = T̄ (T̄ (t)). Just
as in example 1, its LST functional can be obtained similarly while passing to the limit θ ↓ 0.
With &∧̄

AL
(p, λ) := ∫∞

0 dt e−ptE e−λĀL(t), we find

&∧̄
AL
(p, λ) = 1

p

[
1 − ϕ(λ)

ϕ (p + λ)

]
. (78)

Observing that&∧
AL
(p, λ) = &∧̄

AL
(p − λ, λ), we obtain&∧

AL
(p, λ) = 1

p−λ
[
1 − ϕ(λ)

ϕ(p)

]
. This

shows that

lim
p↓0
p&∧

AL
(p, λ) = ϕ(λ)/λ.

In other words, the overshoot process AL(t) converges in distribution to a limiting overshoot
variable, say AL, whose LST is ϕ(λ)/λ. Stated differently, the pdf of AL is

FAL(τ ) =
∫ τ

0
-̄(t) dt

where -̄(t) is the tail of the Lévy measure -(dt) defined by ϕ(p) = ∫∞
0 (1 − e−pt )-(dt),

with
∫∞

0 t-(dt) = 1.
Note that, defining the inverse process T̄ L(τ ) := inf(t : ĀL(t) > τ) and letting

&∧̄
T L
(λ, p) := ∫∞

0 dτ e−λτE e−pT̄ L(τ), we have

&∧̄
T L
(λ, p) = 1

λ

ϕ(λ)

ϕ(p + λ)
. (79)

showing that these processes do not coincide.
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